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Abstract

Background

Communicable diseases pose a severe threat to public health and economic growth. The

traditional methods that are used for public health surveillance, however, involve many

drawbacks, such as being labor intensive to operate and resulting in a lag between data col-

lection and reporting. To effectively address the limitations of these traditional methods and

to mitigate the adverse effects of these diseases, a proactive and real-time public health sur-

veillance system is needed. Previous studies have indicated the usefulness of performing

text mining on social media.

Objective

To conduct a systematic review of the literature that used textual content published to social

media for the purpose of the surveillance and prediction of communicable diseases.

Methodology

Broad search queries were formulated and performed in four databases. Both journal arti-

cles and conference materials were included. The quality of the studies, operationalized as

reliability and validity, was assessed. This qualitative systematic review was guided by the

Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)

guidelines.

Results

Twenty-three publications were included in this systematic review. All studies reported posi-

tive results for using textual social media content to surveille communicable diseases. Most

studies used Twitter as a source for these data. Influenza was studied most frequently,

while other communicable diseases received far less attention. Journal articles had a higher

quality (reliability and validity) than conference papers. However, studies often failed to pro-

vide important information about procedures and implementation.

PLOS ONE

PLOS ONE | https://doi.org/10.1371/journal.pone.0282101 February 24, 2023 1 / 31

a1111111111

a1111111111

a1111111111

a1111111111

a1111111111

OPEN ACCESS

Citation: Pilipiec P, Samsten I, Bota A (2023)

Surveillance of communicable diseases using

social media: A systematic review. PLoS ONE

18(2): e0282101. https://doi.org/10.1371/journal.

pone.0282101

Editor: Luis M. Rocha, Binghamton University

Thomas J Watson School of Engineering and

Applied Science, UNITED STATES

Received: April 4, 2022

Accepted: February 7, 2023

Published: February 24, 2023

Copyright: © 2023 Pilipiec et al. This is an open

access article distributed under the terms of the

Creative Commons Attribution License, which

permits unrestricted use, distribution, and

reproduction in any medium, provided the original

author and source are credited.

Data Availability Statement: All relevant data are

within the paper and Supporting Information files.

Funding: The authors received no specific funding

for this work.

Competing interests: The authors have declared

that no competing interests exist.

https://orcid.org/0000-0003-0214-1811
https://orcid.org/0000-0002-0322-8698
https://doi.org/10.1371/journal.pone.0282101
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0282101&domain=pdf&date_stamp=2023-02-24
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0282101&domain=pdf&date_stamp=2023-02-24
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0282101&domain=pdf&date_stamp=2023-02-24
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0282101&domain=pdf&date_stamp=2023-02-24
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0282101&domain=pdf&date_stamp=2023-02-24
http://crossmark.crossref.org/dialog/?doi=10.1371/journal.pone.0282101&domain=pdf&date_stamp=2023-02-24
https://doi.org/10.1371/journal.pone.0282101
https://doi.org/10.1371/journal.pone.0282101
http://creativecommons.org/licenses/by/4.0/


Conclusion

Text mining of health-related content published on social media can serve as a novel and

powerful tool for the automated, real-time, and remote monitoring of public health and for

the surveillance and prediction of communicable diseases in particular. This tool can

address limitations related to traditional surveillance methods, and it has the potential to

supplement traditional methods for public health surveillance.

1 Introduction

Communicable diseases are a severe threat to public health [1]. These infectious diseases

include, among others, dengue, Ebola, malaria, measles, different strains of influenza, and Zika

virus. In particular, influenza can result in respiratory symptoms of varying severity, and it can

cause high mortality among the vulnerable population of older adults who also have a chronic

condition related to the respiratory or immune system [2, 3].

Every year, seasonal influenza causes approximately half a million deaths globally [4, 5].

The 1918 Spanish flu pandemic was estimated to result in the mortality of 40 million people

[6]. In addition, communicable diseases can also have catastrophic effects on the economy and

society [7]. For example, seasonal influenza was estimated to have a financial burden of $83.3

billion annually in the United States alone [3].

Recently, the large disrupting effect of communicable diseases has again been observed

with the outbreak of severe acute respiratory syndrome coronavirus 2 (hereafter SARS-CoV-

2), which is assumed to have emerged in the city of Wuhan in China, after which it quickly

spread around the globe [8]. Many governments chose a lockdown of society during the out-

break to increase control over this virus, to protect the healthcare system from overload, to

mitigate the potential spread and to limit the number of casualties [9]. The International Mon-

etary Fund (IMF) has indicated that this lockdown and the effects of SARS-CoV-2 resulted in

a contraction of European economies, by on average, seven percent in 2020 [10].

This illustrates that the context of our society should also be considered. The ongoing fast-

paced mobility of people requires a global system for the surveillance of communicable dis-

eases, since the public health in one country can easily and rapidly be impacted that of by

another country located on the other side of the planet.

Therefore, there is a need for public health authorities to detect outbreaks of communicable

diseases as early as possible, to monitor these diseases and to initiate preventive measures

immediately [11–13]. In addition, there exists an ongoing urgency to develop new technolo-

gies to forecast communicable disease outbreaks [14–17].

Early detection of communicable diseases is crucial to organize and allocate the required

health resources, to control the spread of the disease and to avoid or mitigate further contami-

nation [18]. This urgency is even more significant in the case of epidemic outbreaks, such as

the novel SARS-CoV-2 [8], which demand real-time monitoring and rapid initiation of appro-

priate interventions [19].

However, the traditional methods for public health surveillance have many shortcomings,

such as a lag between data collection and reporting [20–22]. To address these drawbacks, a

proactive method is needed to automatically detect and monitor disease outbreaks worldwide

in real time and to minimize any delays in this process [23, 24].

The emergence and widespread adoption of social media platforms has received a great

amount of attention in the literature [25]. People share significant information on health-
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related experiences on social media [26, 27]. Various studies have indicated that the analysis of

health-related content published to social media has the potential to significantly improve the

public health surveillance system [28–30]. In addition, in the preceding years, various studies

have been published that utilized health-related textual content from social media for the pur-

pose of public health surveillance of communicable diseases. Furthermore, three reviews [31–

33] have been performed on the topic of internet-based public health surveillance, and while

these reviews provide new insights about the vast opportunities of using social media content

for public health surveillance, these reviews are not systematic reviews.

We acknowledge that only five systematic reviews have been conducted thus far that are

somewhat related to this topic. First, Velasco et al. [34] found that although incorporating digi-

tal content as a source for public health surveillance has great potential, there is a reluctance

among public health authorities to include this content in the systems for public health surveil-

lance. Second, Charles-Smith et al. [35] found that analyzing content published to social media

has the potential to increase public health, but they based their findings on only 10 publica-

tions. Third, Fung et al. [36] performed a systematic review of 12 studies that utilized social

media content published during the 2014–2015 Ebola epidemic in West Africa, and they

reported that no study evaluated their utility for any public health organization. The aforemen-

tioned systematic literature reviews were, among others, not tailored to communicable dis-

eases [34, 35] and emphasized only one regional epidemic [36]. Fourth, Abad et al. [37]

conducted a scoping review to summarize the literature on applications of natural language

processing for digital public health surveillance, and they emphasized databases in the field of

medicine and public health in their literature search strategy. Not including relevant databases

in the field of computer science, data science, and information science is a limitation of their

study. Fifth, Gupta and Katarya [38] performed a systematic review on the utilization of social

media data in real-time public health surveillance systems, and they concluded that, compared

to traditional methods, the analysis of social media data has increased the ability of these sys-

tems to predict diseases. However, two differences of their systematic review are that the litera-

ture search involved all types of artificial intelligence instead of focusing on the branch of

natural language processing. As a consequence, they had a limited emphasis on the technical

aspects of natural language processing in detail, such as explaining how preprocessing of natu-

ral language was performed and which methods and tools were used. We believe that a new

systematic review is required that emphasizes the technical aspects of these applications of nat-

ural language processing for the surveillance of communicable diseases. In addition, consider-

ing the changes in social media use and advances in the respective fields of science in the

foregoing half decade since the reviews above were published, some of these reviews may

already be outdated.

Therefore, in this paper, we perform a new and thorough systematic literature review that

investigates how textual content published to social media can be used for the purpose of the

surveillance and prediction of communicable diseases. A systematic review of the evidence on

this topic can greatly benefit public health authorities. In addition to evidence about the effec-

tiveness of specific methods, this systematic review also provides a synthesis of the communi-

cable diseases that were studied, social media platforms that were used, and which software

and algorithms were utilized in these studies. If textual content from social media can indeed

be used to surveille and predict outbreaks of communicable diseases, then such systems may

become a powerful tool and asset for public health authorities and have the potential to address

most of the limitations of the methods that are commonly used in traditional public health sur-

veillance systems [28–30].

There is an opportunity to develop a proactive global public health surveillance system [23].

This tool should enable the automated and real-time monitoring of diseases worldwide by
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including information from various novel sources containing contextual information about

social media users while minimizing the overall processing time from data collection to the

reporting of identified findings [24]. This tool could significantly benefit rapid and evidence-

based decision-making regarding infectious disease outbreaks [24]. A systematic review could

provide more insight into this opportunity.

2 Background

Public health surveillance, also called epidemiologic surveillance, involves the ongoing and sys-

tematic collection, management, and monitoring of data about diseases, with the purpose of

identifying trends, e.g., [39–41]. The overall objective of public health surveillance is to detect

outbreaks of diseases at the earliest possible time so that the required preparatory activities can

be planned and performed and sufficient health resources can be allocated to enable high-qual-

ity and timely public health interventions intended to mitigate the disease [42, 43]. In addition,

once the disease finally appears, the authorities, medical professionals, and the entire society

can immediately initiate the planned remediating activities, facilitating an effective and

prompt intervention. Therefore, public health surveillance is a crucial system for the identifica-

tion, prevention, and control of disease outbreaks [44] while enabling a better allocation of

health resources [18].

2.1 Traditional system for surveillance

In the traditional system for public health surveillance, the responsible public health authori-

ties continuously collect data on diseases, which are primarily derived from diagnosed cases

that are reported by emergency departments, hospitals, laboratories, and other medical profes-

sionals [1, 45]. The identified illnesses are predominantly observed from clinical data such as

diagnoses and clinical reports [45, 46]. It has, however, been argued that these passive surveil-

lance strategies fail to provide complete and timely overviews of the diseases [47].

In addition, historical data are analyzed to identify and visualize disease-related trends,

such as seasonal influenza, which has often been occurring around the same months through-

out the preceding decades, and may, therefore, be predicted with a reasonable accuracy [6, 48].

In contrast, other researchers report that the influenza virus continuously evolves into slightly

different variations each year, which makes forecasting the timing of influenza outbreaks as

well as their impacts on the society very difficult [49]. However, the emergence of many other

infectious diseases cannot be forecasted based on historical data [47, 50].

2.2 Limitations of the traditional system for surveillance

The methods that are commonly used in the traditional system for public health surveillance

have been practiced for many decades. Although these systems are known to improve public

health and reduce mortality, there is no consensus on the degree of usefulness of individual

methods or on the best way to support their function [51]. Likewise, other literature has

reported that the authorities have been unable to successfully reduce the incidence and preva-

lence of dengue and other mosquito-related epidemics [52].

Overall, these systems involve two significant limitations.

First, a major drawback is that these methods are inefficient and time-consuming [1, 20].

To identify confirmed cases, the system requires lab work that is very labor intensive to operate

and maintain, which significantly increases the time required to process the clinical data [6].

For example, in the United States, the time required to collect and analyze the data about sea-

sonal influenza and to produce and distribute the reports was estimated to be two weeks [49].

As a consequence, once these reports are finally distributed to politicians, medical
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professionals, and the general public, the reported findings are very likely to be outdated and

may thus no longer accurately represent the current situation [53]. Therefore, these methods

are not suited for the surveillance of novel infectious diseases such as SARS-CoV-2, which

emerged in late 2019 [8] and involves an urgent need for real-time updates and demands

immediate interventions [19]. While contact tracing is able to successfully trace infections,

non-symptomatic and mild cases are nearly impossible to track and can easily enter other

countries unnoticed.

Second, for communicable diseases such as malaria, disease trends can only be detected

and analyzed after the actual outbreak of this disease [47, 50]. A severe limitation is that the

outbreak and distribution of such diseases cannot be forecasted reliably [54].

Consequently, in the context of our highly dynamic society, the interconnectivity of all

major cities by air travel leads to the very likely scenario that the outbreak of an infectious dis-

ease will easily spread around the globe in a matter of a few days, especially in non-symptom-

atic or mild cases [47, 55, 56].

2.3 Value of understanding text published to social media

Humans spend a significant amount of their time on social media communicating and dissem-

inating information [4]. Social media platforms provide access to an abundance of valuable

and public user-generated data that may be useful for public health surveillance and to detect,

monitor, and prevent diseases [19, 45, 57, 58]. This makes social media platforms an important

source for generating new knowledge [19].

A distinctive feature of social media is that it transforms its users into human sensors,

although potentially biased and unreliable, who personally report on a variety of events and

who may provide additional contextual information [6]. Furthermore, social media platforms

often also collect geographical information about the precise locations of their users, which

adds an additional and potentially valuable geographical dimension to these data [19, 59].

The analysis of textual content from social media is, however, not restricted to the field of

diseases; an abundance of studies have used data from social media for application in many

domains.

For example, user-generated content has been analyzed in a wide variety of domains, such

as agriculture [60], business [61], and consumer behavior [62]; it has been used for purposes

ranging from the detection of earthquakes [63], emergency and disaster management [64] to

understanding migraines [65], presidential elections [66], political campaigns [67], and prod-

uct design [68], to predicting the revenue of movies [69], forecasting sports events [70], identi-

fying the topical interests of users [71], identifying trending topics [72], and investigating

voting patterns in elections [73].

2.4 Natural language processing

The unstructured nature of social media content, compared to structured data, demands

much more preprocessing and processing before it can be analyzed [50]. Most data that are

generated today have an unstructured format, e.g., text [74]. Only a small fraction of data has a

structured format, which can then be analyzed directly with well-established techniques from

data mining [74].

In the preceding years, extensive techniques for processing human language have been

developed and refined, and the relevant domain that emerged has been named natural lan-

guage processing (hereafter NLP) [75, 76]. NLP resembles the science of using computers to

understand human language, while text mining provides the required methods and

algorithms.
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The purpose of text mining is to “discover novel information in a timely manner from

large-scale text collections by developing high performance algorithms for sourcing and con-

verting unstructured textual data to a machine understandable format and then filtering this

according to the needs of its users” [75]. Therefore, text mining is used for the automatic dis-

covery of patterns, relationships, and high-quality insights from textual data [77, 78].

Among others, the domain of text mining includes the following major techniques [79–81]:

• extraction of concepts, entities, and the relationships between them [82];

• clustering text based on a measurement of similarity [83, 84];

• predicting words or other lexical units (as part of a word processor or chatbot) [85, 86];

• summarizing text in documents [82];

• discovering associations between words and other tokens [87];

• classification of text into various categories [78, 88]; and

• assigning affective states to text (sentiment analysis) [82].

These techniques are used abundantly among both researchers and professionals [50].

Sentiment analysis is a popular technique that is frequently used in the domain of text mining.

Sentiment analysis involves the identification of attitudes, emotions, and opinions that people

have in relation to an entity, which is observed from expressed human language [89, 90]. The

opportunity derived from using sentiment analysis on content from social media is that it may

enable innovative applications [20]. For example, sentiment analysis enables the identification of

content as either a fact or an opinion (also called subjectivity). In addition, for opinions, sentiment

analysis can also identify polarity, namely, whether an opinion is positive, neutral, or negative.

Furthermore, because text mining can be used to extract structured data from unstructured

content, techniques used in data mining can subsequently be applied to analyze these struc-

tured features further [50]. NLP was used in medicine and public health [81] for, among oth-

ers, allergies [91–93], depression [94–96], to gauge public health concerns [97], marijuana and

drug abuse [98–101], obesity [102, 103], suicide-related thoughts and conversations [104–

106], and tobacco and e-cigarette use [107–110].

3 Methodology

This qualitative systematic review was guided by the Preferred Reporting Items for Systematic

Reviews and Meta-Analyses (PRISMA) guidelines [111, 112] (see S2 Appendix). However,

most of the reviewed papers did not contain controlled trials, comparable statistical analysis,

or comparable methodologies, making it impossible to apply the entire PRISMA checklist to

this review. Therefore, we only applied items on the checklist if they were applicable, and thus,

our review does not conform completely to the guidelines.

The following search strategy and procedures for study selection and analysis were used.

The study selection, quality assessment of the included studies, and thematic analysis were per-

formed by one author (PP). However, the procedures and findings were discussed by all

authors, and potential disagreements were resolved by consensus.

3.1 Information sources

This systematic review is based on literature that was indexed by four large databases, namely,

the ACM Digital Library, IEEE Xplore, PubMed, and Web of Science. These databases were

selected because of their relevance to this topic.
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The ACM Digital Library and IEEE Xplore databases were searched for publications in the

fields of computer science, data science, information management, and information technol-

ogy. IEEE Xplore was also selected because much research on this topic is exclusively published

at conferences instead of in peer-reviewed journals. The Institute of Electrical and Electronics

Engineering (IEEE) hosts many of these relevant conferences. Furthermore, PubMed was

included because of its focus on literature in the domain of medicine and healthcare, while

Web of Science is a very broad database that indexes the literature from many relevant disci-

plines, such as public policy and the social sciences.

3.2 Search strategy

An optimized and broad search strategy was formulated for each of the four databases (see S1

Appendix). Overall, the search strategy consisted of two blocks with search terms related to

natural language processing and public health monitoring. In addition, database-specific filters

were applied to narrow the search results further.

The first block, natural language processing, contained the search terms artificial intelli-

gence, machine learning, text mining, computational linguistics, natural language processing,

sentiment analysis, word embeddings, and Natural Language Toolkit. Abbreviations and wild-

cards were included to find alternative phrasing of these concepts. The OR operator was used

to combine these search terms.

The second block, public health monitoring, contained the search terms public health sur-

veillance, public health monitoring, and health monitoring. Experimental searches have indi-

cated that these broader search terms resulted in the most relevant results. The OR operator

was used to combine these search terms.

If supported by the database, subject headings such as MeSH terms for PubMed were also

included in the search strategy. Subsequently, the AND operator was used to combine the que-

ries from each block into the final search query.

The literature search was performed in March 2020. After executing the formulated search

queries in each database, additional filters were manually applied to narrow the search results

further. Although the precise filters were different across the databases, two examples of such

filters are that publications were only written in the English language and that these studies

were published in journals or presented at conferences.

For each of the four databases, all search results were then exported and subsequently

imported into the same EndNote Library. Because these databases partially returned the same

results, the deduplication strategy by Bramer et al. [113] was used to eliminate these duplicate

publications from the EndNote Library. Consequently, the EndNote Library contained only

unique results.

3.3 Process of study selection

The remaining publications were screened and selected using three subsequent phases based

on their title, abstract, and full text. To avoid erroneously excluding publications, the screening

in these phases was performed with high flexibility. Therefore, if there was any doubt concern-

ing a publication’s eligibility or when insufficient information was provided to confidently

exclude a manuscript, that publication was retained for further screening in a subsequent

phase.

In the first phase, the titles of these publications were screened for their relevance to the

topic of this systematic review. The titles of eligible studies indicated the analysis of textual

content for the surveillance or monitoring of diseases.

PLOS ONE Surveillance of communicable diseases using social media: A systematic review

PLOS ONE | https://doi.org/10.1371/journal.pone.0282101 February 24, 2023 7 / 31

https://doi.org/10.1371/journal.pone.0282101


In the second phase, the abstract and keywords of the remaining studies were screened for

information indicating the analysis of textual content that was generated by users and pub-

lished to at least social media, with the purpose of public health surveillance and monitoring of

communicable diseases. As a result, studies that only analyzed news articles were considered

irrelevant and were eliminated.

Finally, the third phase involved rigorous screening of the full text of the remaining publica-

tions. Eligible studies reported original and empirical research analyzing the textual content

that the general public published to at least social media, with the purpose of surveilling and

monitoring public health with respect to communicable diseases. This phase did not discrimi-

nate between geographies, social media platforms, or communicable diseases. However, publi-

cations that only investigated non-communicable diseases were eliminated. When studies

investigated communicable diseases, this systematic review did not discriminate between the

type of disease, i.e., all communicable diseases were included in this systematic review.

This resulted in a remaining subset of the identified publications that was included for fur-

ther selection in this systematic review.

3.4 Selection criteria

Overall, eligible publications reported original and empirical research that reported findings

on the application of analyzing user-generated textual content from social media for the moni-

toring and prediction of communicable diseases. Reviews, discussion papers, editorials, and

papers that only proposed a framework for the analysis of social media content without the

actual application and reporting of these findings were eliminated. All peer-reviewed journal

articles and publications related to conferences were included.

In addition, although studies were considered relevant if they included textual content that

was published to at least social media, this systematic review did not discriminate between the

different social media platforms. All social media platforms were considered relevant and were

included. Likewise, this systematic review included all papers irrespective of the language of

the social media content used, the geography of these users and their content, or the authors of

the identified publications.

This study aimed to aggregate the reported findings on the surveillance and monitoring of

public health based on the experiences of the population that were published on social media.

Therefore, papers were excluded if they only included content that was published on social

media by authors other than the general public, such as governments, health professionals,

and commercial entities.

3.5 Data analysis

In accordance with Kampmeijer et al. [114] and utilizing the process described by Pilipiec

et al. [81], the included studies were first assessed according to their quality, which was opera-

tionalized as reliability and validity. A reliable study provided a thorough and complete

description of the methods that were used for the data collection and data analysis, and this

process was also considered repeatable [114]. A valid study reported results that were consis-

tent with the research objective and the utilized research methods [114]. An ordinal scale was

used to grade studies with respect to their reliability and validity as either low, medium, or

high. Regardless of the quality level, all studies were included in this systematic review.

Directed qualitative content analysis, also called thematic analysis, was used to analyze the

included studies [115]. Thematic analysis is a primary method for qualitative research that is

widely used among qualitative researchers [116, 117]. Its popularity may be explained because

thematic analysis is a highly flexible method that can produce trustworthy insights [116, 118].
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The themes of interest were based on the objective of this systematic review. The following

themes were extracted from these publications: authors, year of publication, publication type,

name of communicable disease, social media platform used, sample size, language of the data,

period of data collection, horizon of data collection, country, software used for natural lan-

guage processing, methods and techniques used for natural language processing, investigated

target, algorithm used for predicting the target, reported result, description of the results, reli-

ability, and validity.

The extracted information from all included publications was used to create an extraction

matrix. The results were summarized using tables, and a synthesis of this information was pre-

sented narratively. In addition to assessing the quality of the studies that were included in this

systematic review, the PRISMA checklist [111, 112] in S2 Appendix was used to assess the

quality of this systematic review.

4 Results

The flow diagram in Fig 1 presents the results of the studies that were selected to be included

in this systematic review. The execution of the optimized search queries in the four databases

(see S1 Appendix) yielded a total of 5,318 hits. Of these results, 250 records were identified

through the ACM Digital Library, 2,549 records were found in IEEE Xplore, PubMed yielded

226 records, and Web of Science returned 2,293 records. However, 744 records were identified

as duplicates and were, therefore, removed. This resulted in an EndNote Library with 4,574

unique records.

Subsequently, screening was performed in three consecutive phases to exclude irrelevant

records, according to the process described in Sections 3.3 and 3.4.

In the first phase, 4,347 records were removed after screening the title, resulting in 227

remaining records. In the second phase, the records were screened based on their abstracts and

keywords. The 191 records that were considered irrelevant were eliminated. This resulted in 36

remaining studies. In the third phase, the full texts of the records were screened. However, the

full texts of two records could not be retrieved, and these studies were subsequently removed.

Of these records, 11 records were considered not to be relevant and were excluded. This

resulted in the identification of 23 eligible publications that were included in this systematic

review. A detailed description of the characteristics of these studies is presented in S3 Appendix.

4.1 Study characteristics

Table 1 presents an extensive description of the studies that were included in this systematic

review. All studies were published between 2010 and 2019. A majority of these studies (65.2%)

were published in the last five years [6, 30, 44, 45, 53, 58, 74, 76, 119–125]. Most studies were

published in 2015 (17.4%) [119–122] and 2016 (17.4%) [58, 123–125], while no studies were

published in 2012.

A majority of the studies (65.2%) were published as a peer-reviewed journal article [6, 28,

30, 44, 45, 49, 53, 58, 74, 119, 120, 122, 123, 125, 126], while the remaining 34.8 percent of the

studies were published at a conference [4, 18, 24, 76, 121, 124, 127, 128].

The included studies investigated a total of seven communicable diseases, and publications

may have reported findings on multiple diseases. Influenza was studied most frequently

(61.5%) [4, 6, 18, 24, 28, 30, 44, 45, 49, 53, 58, 121–124, 126]. This was followed by dengue [76,

125, 127] and measles [24, 74, 119], which were each studied in 11.5 percent of the included

studies. Ebola [120], HIV/AIDS [128], listeria [24], and tuberculosis [24] were studied least

often (3.9% each). Only one study investigated more than one communicable disease; this

study analyzed four diseases (i.e., influenza, listeria, measles, and tuberculosis) [24].
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The results in Table 1 for the input sources, employed methods, and study effectiveness are

discussed in the subsequent subsections.

4.2 Input sources

User-generated textual content was retrieved from three social media platforms (see Table 1).

Content published to Twitter was used most frequently (87.0%) [6, 18, 24, 28, 30, 44, 45, 49,

53, 58, 74, 76, 119–121, 123–127]. The platforms Sina Weibo (8.7%) [4, 122] and Yahoo!

Knowledge (4.4%) [128] were studied the least. All studies only included content from one

social media platform.

There was a vast difference in the sample size that was included in the studies. This sample

size ranged from 667 tweets [76] to 171,027,275 tweets [53]. Overall, in most studies, the sam-

ple size was either less than 25,000 (34.8%) [28, 45, 74, 76, 119, 124, 125, 128] or one million or

more (30.4%) [4, 6, 18, 30, 53, 123, 126]. In 26.1 percent of the studies, the sample size was

Fig 1. Results of study selection.

https://doi.org/10.1371/journal.pone.0282101.g001
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Table 1. Description of studies analyzed (23 studies included).

Category Sub-category n (%) Publications

Year 2010 2 (8.7) [126, 128]

2011 1 (4.4) [127]

2012 0 (0.0) -

2013 2 (8.7) [18, 24]

2014 3 (13.0) [4, 28, 49]

2015 4 (17.4) [119–122]

2016 4 (17.4) [58, 123–125]

2017 2 (8.7) [44, 53]

2018 2 (8.7) [30, 45]

2019 3 (13.0) [6, 74, 76]

Publication type Conference proceeding 8 (34.8) [4, 18, 24, 76, 121, 124, 127, 128]

Journal article 15 (65.2) [6, 28, 30, 44, 45, 49, 53, 58, 74, 119, 120, 122,

123, 125, 126]

Communicable disease Dengue 3 (11.5) [76, 125, 127]

Ebola 1 (3.9) [120]

HIV/AIDS 1 (3.9) [128]

Influenza 16 (61.5) [4, 6, 18, 24, 28, 30, 44, 45, 49, 53, 58, 121–124,

126]

Listeria 1 (3.9) [24]

Measles 3 (11.5) [24, 74, 119]

Tuberculosis 1 (3.9) [24]

Social media platform Sina Weibo 2 (8.7) [4, 122]

Twitter 20 (87.0) [6, 18, 24, 28, 30, 44, 45, 49, 53, 58, 74, 76, 119–

121, 123–127]

Yahoo! Knowledge 1 (4.4) [128]

Sample size Less than 25,000 8 (34.8) [28, 45, 74, 76, 119, 124, 125, 128]

25,000 to 99,999 3 (13.0) [44, 120, 121]

100,000 to 249,999 1 (4.4) [49]

250,000 to 999,999 2 (8.7) [122, 127]

1,000,000 or more 7 (30.4) [4, 6, 18, 30, 53, 123, 126]

Unknown 2 (8.7) [24, 58]

Language of data Arabic 1 (4.2) [6]

English 5 (20.8) [6, 44, 120, 124, 126]

Japanese 1 (4.2) [30]

Mandarin 2 (8.3) [4, 122]

Unknown 15 (62.5) [18, 24, 28, 45, 49, 53, 58, 74, 76, 119, 121, 123,

125, 127, 128]

Horizon of data collection Less than 1 month 2 (8.7) [74, 120]

1 to 6 months 9 (39.1) [4, 6, 18, 24, 28, 44, 49, 122, 124]

7 to 12 months 3 (13.0) [119, 126, 127]

13 to 18 months 1 (4.4) [121]

19 to 24 months 1 (4.4) [123]

25 or more months 5 (21.7) [30, 53, 76, 125, 128]

Unknown 2 (8.7) [45, 58]

Country Australia 1 (4.2) [121]

Brazil 3 (12.5) [76, 125, 127]

Canada 1 (4.2) [124]

China 2 (8.3) [4, 122]

(Continued)
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Table 1. (Continued)

Category Sub-category n (%) Publications

India 1 (4.2) [45]

Japan 1 (4.2) [30]

New Zealand 1 (4.2) [121]

Taiwan 1 (4.2) [128]

The Netherlands 1 (4.2) [119]

United Arab Emirates 1 (4.2) [6]

United States 6 (25.0) [24, 28, 44, 49, 53, 58]

Unknown 5 (20.8) [18, 74, 120, 123, 126]

Software for NLP Apache Lucene’s PorterStemFilter 1 (3.7) [124]

Apache Lucene’s StopFilter 1 (3.7) [124]

Datasift service 1 (3.7) [123]

Natural Language Toolkit 1 (3.7) [6]

OpenNLP 1 (3.7) [124]

Stanford CoreNLP 2 (7.4) [44, 124]

The Stanford parser 1 (3.7) [44]

Unknown 19 (70.4) [4, 18, 24, 28, 30, 45, 49, 53, 58, 74, 76, 119–

122, 125–128]

Processing for NLP Content analysis 1 (1.7) [120]

Detecting URLs 1 (1.7) [124]

Dimensionality reduction 1 (1.7) [45]

Feature weighting 1 (1.7) [45]

Homogenization 2 (3.3) [74, 124]

Language categorization 1 (1.7) [6]

LDA topics 1 (1.7) [53]

Lemmatization 3 (5.0) [44, 45, 123]

n-gram generation 6 (10.0) [24, 44, 53, 74, 76, 120]

Normalization using frequency-based methods 1 (1.7) [45]

Remove symbols and URLs 1 (1.7) [120]

Sentiment analysis 5 (8.3) [24, 119, 124, 126, 127]

Stemming 7 (11.7) [6, 24, 45, 74, 76, 123, 124]

Stop word removal 6 (10.0) [6, 18, 45, 74, 76, 124]

Term filtering 1 (1.7) [74]

Term Frequency—Inverse Document Frequency (TF-IDF) 8 (13.3) [4, 24, 44, 49, 53, 58, 74, 76]

Text embeddings 1 (1.7) [53]

Thematic analysis 1 (1.7) [119]

Topic detection 1 (1.7) [120]

Tokenization 4 (6.7) [6, 18, 45, 74]

Tweet filtering 1 (1.7) [6]

Unknown 6 (10.0) [28, 30, 121, 122, 125, 128]

Algorithm for prediction of

target

1-gram Term Frequency classifier 1 (2.4) [44]

Association rule mapping 1 (2.4) [127]

Chi-Square test 1 (2.4) [126]

Correlation analysis 2 (4.9) [53, 119]

Decision Tree 2 (4.9) [45, 76]

Fuzzy Algorithm for Extraction, Monitoring and Classification of infectious

Diseases (FAEMC-ID)

1 (2.4) [74]

(Continued)
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between 25,000 and 999,999 items [44, 49, 120–122, 127]. However, 8.7 percent of the studies

failed to report the sample size [24, 58].

The studies investigated user-generated textual content that was written in different lan-

guages. The content was most often written in English (20.8%) [6, 44, 120, 124, 126]. Content

written in Mandarin (8.3%) [4, 122], Arabic (4.2%) [6], and Japanese (4.2%) [30] was included

less frequently. Only one study (4.4%) investigated content that was written in more than one

language, namely, in Arabic and English [6]. However, a vast majority of the studies (65.2%)

failed to report the language of the content that was analyzed [18, 24, 28, 45, 49, 53, 58, 74, 76,

119, 121, 123, 125, 127, 128].

The time horizon with respect to the date of publication of the analyzed data was also

diverse, ranging from one week [74, 120] to 106 months [76]. However, most of the studies

(39.1%) analyzed samples that were published in periods ranging from one to six months [4, 6,

18, 24, 28, 44, 49, 122, 124]. Additionally, more than one-fifth of the studies (21.7%) analyzed

content that was published during a period of at least 25 months [30, 53, 76, 125, 128]. Only

two studies (8.7%) included content that was published during a period less than one month

[74, 120]. However, two studies (8.7%) did not disclose the precise time horizon for the publi-

cation dates of the included samples [45, 58].

The included studies analyzed content related to 11 countries. Posts published in the United

States were analyzed most often (25.0%) [24, 28, 44, 49, 53, 58], followed by those published in

Brazil (12.5%) [76, 125, 127] and China (8.3%) [4, 122]. The remaining countries are Australia

[121], Canada [124], India [45], Japan [30], New Zealand [121], Taiwan [128], the Netherlands

Table 1. (Continued)

Category Sub-category n (%) Publications

Hidden Markov Model 1 (2.4) [123]

k-Means clustering 2 (4.9) [4, 120]

k-Nearest Neighbors 1 (2.4) [4]

Latent Dirichlet allocation (LDA) 1 (2.4) [44]

Linear regression 5 (12.2) [6, 28, 53, 125, 127]

Maximum entropy 1 (2.4) [125]

Naïve Bayes 5 (12.2) [24, 45, 76, 124, 125]

Random Forest 1 (2.4) [45]

Recurrent neural networks with Long short-term memory (LSTM) 1 (2.4) [53]

ST-DBSCAN 1 (2.4) [127]

Support vector machines 10 (24.4) [4, 24, 30, 44, 45, 49, 53, 58, 125, 128]

Time series 1 (2.4) [120]

Unknown 3 (7.3) [18, 121, 122]

Result Negative 0 (0.0) -

Positive 23

(100.0)

[4, 6, 18, 24, 28, 30, 44, 45, 49, 53, 58, 74, 76,

119–128]

Reliability Low 3 (13.0) [18, 122, 128]

Medium 16 (69.6) [4, 24, 28, 30, 45, 49, 53, 58, 74, 76, 120, 121,

124–127]

High 4 (17.4) [6, 44, 119, 123]

Validity Low 3 (13.0) [18, 122, 128]

Medium 16 (69.6) [4, 24, 28, 30, 45, 49, 53, 58, 74, 76, 120, 121,

124–127]

High 4 (17.4) [6, 44, 119, 123]

https://doi.org/10.1371/journal.pone.0282101.t001
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[119], and the United Arab Emirates [6], which each were studied in 4.2 percent of the included

studies. Five studies (21.7%), however, failed to disclose the geographical locations of the included

posts [18, 74, 120, 123, 126]. With the exception of Robinson et al. [121], who analyzed posts

from Australia and New Zealand, the remaining studies included content from only one country.

4.3 Employed methods

In the forthcoming synthesis of the methods that publications employed, the reader should be

aware that our objective was to investigate the methods that authors utilized and explicitly

mentioned in their manuscript. We acknowledge the possibility that authors applied common

methods for text analysis, such as stop word removal, tokenization, stemming, and lemmatiza-

tion, but failed to report this in their manuscript. This may be explained by the fact that these

preprocessing methods are highly common in natural language processing.

Although all studies analyzed textual content using some variant of natural language pro-

cessing, a majority of the studies (82.6%) failed to disclose information on the software that

was used [4, 18, 24, 28, 30, 45, 49, 53, 58, 74, 76, 119–122, 125–128] (see Table 1). Only four

studies (17.4%) provided information about the utilized software [6, 44, 123, 124]. When stud-

ies reported the software utilized, seven software packages were discussed. Stanford CoreNLP

was used most often (7.4%) [44, 124], while Apache Lucene’s PorterStemFilter [124], Apache

Lucene’s StopFilter [124], Datasift service [123], Natural Language Toolkit [6], OpenNLP

[124], and The Stanford parser [44] were used the least (3.7% each). Additionally, studies

could utilize more than one software package. Byrd et al. [124] used four software packages for

natural language processing.

The studies reported 21 methods and algorithms for natural language preprocessing. Term

Frequency—Inverse Document Frequency (TF-IDF) was used most often (13.3%) [4, 24, 44,

49, 53, 58, 74, 76]. This was followed by stemming (11.7%) [6, 24, 45, 74, 76, 123, 124], n-gram

generation (10.0%) [24, 44, 53, 74, 76, 120], stop word removal (10.0%) [6, 18, 45, 74, 76, 124],

sentiment analysis (8.3%) [24, 119, 124, 126, 127], tokenization (6.7%) [6, 18, 45, 74], and lem-

matization (5.0%) [44, 45, 123]. The remaining 14 methods and algorithms were used in 25.0

percent of the studies. Although the majority of studies reported detailed information about

these methods and algorithms, more than a quarter (26.1%) of the included studies did not dis-

close this information [28, 30, 121, 122, 125, 128].

A vast majority of the studies (87.0%) reported information on the algorithms that were

used to predict the target, i.e., the outcome estimated using the textual content. A total of 18

algorithms were utilized. Support vector machines (24.4%) [4, 24, 30, 44, 45, 49, 53, 58, 125,

128], linear regression (12.2%) [6, 28, 53, 125, 127], and Naïve Bayes (12.2%) [24, 45, 76, 124,

125] were used most often. These three supervised learning algorithms are highly popular

among data mining practitioners. Therefore, their utilization was expected for the prediction

of a numerical outcome or a category.

Although a vast majority of studies disclosed information on the algorithm used, 13.0 per-

cent of the studies [18, 121, 122] did not provide such information.

4.4 Study effectiveness

All studies reported positive results on using user-generated textual content from social media

to monitor or surveille communicable diseases (see Table 1). Although positive findings were

reported, it was explicitly discussed in one study that lower educated males of older age are less

likely to disclose information on the infectious disease dengue to Twitter, making this platform

less suitable for the monitoring and surveillance of this disease among this group of persons

[125].
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Furthermore, the quality of the included studies was evaluated based on its reliability and

validity. A majority of studies [4, 24, 28, 30, 45, 49, 53, 58, 74, 76, 120, 121, 124–127] had

medium reliability (69.6%) and validity (69.6%). Four studies [6, 44, 119, 123] were found to

have high reliability (17.4%) and validity (17.4%). This means that these studies not only pro-

vided a complete description of the methods that were used for the data collection and data

analysis and that this process was considered repeatable, but these studies also reported results

that are consistent with the research objective and the utilized research methods [114]. For the

remaining studies [18, 122, 128], the reliability (13.0%) and validity (13.0%) were, however, low.

4.5 Analysis of publications by publication type

Furthermore, the included publications were additionally analyzed based on the publication

type, i.e., conference proceedings and journal articles (see Table 2). Of these publications, eight

studies (34.8%) were presented at a conference [4, 18, 24, 76, 121, 124, 127, 128], and 15 studies

(65.2%) were published in a peer-reviewed journal [6, 28, 30, 44, 45, 49, 53, 58, 74, 119, 120,

122, 123, 125, 126]. Overall, the analysis indicates that both conference proceedings and jour-

nal articles reported comparable findings.

However, there are a few notable and novel differences regarding the following themes: the

type of communicable disease, social media platform, geographical locations of included sam-

ples, and the quality of these studies, which was operationalized as reliability and validity.

There were no notable differences between the studies with respect to the communicable

diseases that were investigated. In both conference proceedings and journal articles, there was

a strong emphasis on monitoring and surveilling influenza [4, 6, 18, 24, 28, 30, 44, 45, 49, 53,

58, 121–124, 126]. However, several diseases were only investigated in journal articles (i.e.,

Ebola [120]), while HIV/AIDS [128], listeria [24], and tuberculosis [24] were only investigated

in conference proceedings.

In addition, both conference proceedings and journal articles placed a strong emphasis on

the social media platform Twitter [6, 18, 24, 28, 30, 44, 45, 49, 53, 58, 74, 76, 119–121, 123–

127]. Sina Weibo [4, 122], however, received the least attention in both types of publications.

Additionally, Yahoo! Knowledge [128] was only studied in one conference proceeding but not

in a journal article.

Although both conference proceedings and journal articles investigated content that was

published in various countries, journal articles relatively more often included textual content

that was published in the United States [28, 44, 49, 53, 58]. However, journal articles were also

more likely to lack a disclosure of geographical information [74, 120, 123, 126]. There were,

however, no notable differences between the continents.

Last, only journal articles were evaluated as having high reliability and high validity [6, 44,

119, 123]. No conference proceedings were assessed as high on these themes. In contrast, con-

ference proceedings were more likely to have low reliability and low validity [18, 128] relative

to journal articles [122]. There were no notable differences between conference proceedings

and journal articles that were assessed as having a medium quality. Overall, journal articles,

therefore, had a higher quality than conference proceedings.

4.6 Analysis of publications by social media platform

In addition to the analyses above, the included publications were also analyzed based on the

social media platforms from which the content was extracted (see Table 3). These social media

platforms are Sina Weibo, Twitter, and Yahoo! Knowledge. Overall, comparable findings were

reported across the groups of the literature that utilized content from each of the social media

platforms.
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Table 2. Description of studies analyzed by publication type (23 studies included).

Category Sub-category Conference

proceeding

n (%)

Journal

article

n (%)

Publications

Year 2010 1 (4.4) 1 (4.6) [126, 128]

2011 1 (4.4) 0 (0.0) [127]

2012 0 (0.0) 0 (0.0) -

2013 2 (8.7) 0 (0.0) [18, 24]

2014 1 (4.4) 2 (8.7) [4, 28, 49]

2015 1 (4.4) 3 (13.0) [119–122]

2016 1 (4.4) 3 (13.0) [58, 123–125]

2017 0 (0.0) 2 (8.7) [44, 53]

2018 0 (0.0) 2 (8.7) [30, 45]

2019 1 (4.4) 2 (8.7) [6, 74, 76]

Communicable disease Dengue 2 (7.7) 1 (3.9) [76, 125, 127]

Ebola 0 (0.0) 1 (3.9) [120]

HIV/AIDS 1 (3.9) 0 (0.0) [128]

Influenza 5 (19.2) 11 (42.3) [4, 6, 18, 24, 28, 30, 44, 45, 49, 53, 58,

121–124, 126]

Listeria 1 (3.9) 0 (0.0) [24]

Measles 1 (3.9) 2 (7.7) [24, 74, 119]

Tuberculosis 1 (3.9) 0 (0.0) [24]

Social media platform Sina Weibo 1 (4.4) 1 (4.4) [4, 122]

Twitter 6 (26.1) 14 (60.9) [6, 18, 24, 28, 30, 44, 45, 49, 53, 58, 74,

76, 119–121, 123–127]

Yahoo! Knowledge 1 (4.4) 0 (0.0) [128]

Sample size Less than 25,000 3 (13.0) 5 (21.7) [28, 45, 74, 76, 119, 124, 125, 128]

25,000 to 99,999 1 (4.4) 2 (8.7) [44, 120, 121]

100,000 to 249,999 0 (0.0) 1 (4.4) [49]

250,000 to 999,999 1 (4.4) 1 (4.4) [122, 127]

1,000,000 or more 2 (8.7) 5 (21.7) [4, 6, 18, 30, 53, 123, 126]

Unknown 1 (4.4) 1 (4.4) [24, 58]

Language of data Arabic 0 (0.0) 1 (4.2) [6]

English 1 (4.2) 4 (16.7) [6, 44, 120, 124, 126]

Japanese 0 (0.0) 1 (4.2) [30]

Mandarin 1 (4.2) 1 (4.2) [4, 122]

Unknown 6 (25.0) 9 (37.5) [18, 24, 28, 45, 49, 53, 58, 74, 76, 119,

121, 123, 125, 127, 128]

Horizon of data

collection

Less than 1 month 0 (0.0) 2 (8.7) [74, 120]

1 to 6 months 4 (17.4) 5 (21.7) [4, 6, 18, 24, 28, 44, 49, 122, 124]

7 to 12 months 1 (4.4) 2 (8.7) [119, 126, 127]

13 to 18 months 1 (4.4) 0 (0.0) [121]

19 to 24 months 0 (0.0) 1 (4.4) [123]

25 or more months 2 (8.7) 3 (13.0) [30, 53, 76, 125, 128]

Unknown 0 (0.0) 2 (8.7) [45, 58]

Country Australia 1 (4.2) 0 (0.0) [121]

Brazil 2 (8.3) 1 (4.2) [76, 125, 127]

Canada 1 (4.2) 0 (0.0) [124]

China 1 (4.2) 1 (4.2) [4, 122]

India 0 (0.0) 1 (4.2) [45]

(Continued)
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Table 2. (Continued)

Category Sub-category Conference

proceeding

n (%)

Journal

article

n (%)

Publications

Japan 0 (0.0) 1 (4.2) [30]

New Zealand 1 (4.2) 0 (0.0) [121]

Taiwan 1 (4.2) 0 (0.0) [128]

The Netherlands 0 (0.0) 1 (4.2) [119]

United Arab Emirates 0 (0.0) 1 (4.2) [6]

United States 1 (4.2) 5 (20.8) [24, 28, 44, 49, 53, 58]

Unknown 1 (4.2) 4 (16.7) [18, 74, 120, 123, 126]

Software for NLP Apache Lucene’s PorterStemFilter 1 (3.7) 0 (0.0) [124]

Apache Lucene’s StopFilter 1 (3.7) 0 (0.0) [124]

Datasift service 0 (0.0) 1 (3.7) [123]

Natural Language Toolkit 0 (0.0) 1 (3.7) [6]

OpenNLP 1 (3.7) 0 (0.0) [124]

Stanford CoreNLP 1 (3.7) 1 (3.7) [44, 124]

The Stanford parser 0 (0.0) 1 (3.7) [44]

Unknown 7 (25.9) 12 (44.4) [4, 18, 24, 28, 30, 45, 49, 53, 58, 74, 76,

119–122, 125–128]

Processing for NLP Content analysis 0 (0.0) 1 (1.7) [120]

Detecting URLs 1 (1.7) 0 (0.0) [124]

Dimensionality reduction 0 (0.0) 1 (1.7) [45]

Feature weighting 0 (0.0) 1 (1.7) [45]

Homogenization 1 (1.7) 1 (1.7) [74, 124]

Language categorization 0 (0.0) 1 (1.7) [6]

LDA topics 0 (0.0) 1 (1.7) [53]

Lemmatization 0 (0.0) 3 (5.0) [44, 45, 123]

n-gram generation 2 (3.3) 4 (6.7) [24, 44, 53, 74, 76, 120]

Normalization using frequency-based methods 0 (0.0) 1 (1.7) [45]

Remove symbols and URLs 0 (0.0) 1 (1.7) [120]

Sentiment analysis 3 (5.0) 2 (3.3) [24, 119, 124, 126, 127]

Stemming 3 (5.0) 4 (6.7) [6, 24, 45, 74, 76, 123, 124]

Stop word removal 3 (5.0) 3 (5.0) [6, 18, 45, 74, 76, 124]

Term filtering 0 (0.0) 1 (1.7) [74]

Term Frequency—Inverse Document Frequency (TF-IDF) 3 (5.0) 5 (8.3) [4, 24, 44, 49, 53, 58, 74, 76]

Text embeddings 0 (0.0) 1 (1.7) [53]

Thematic analysis 0 (0.0) 1 (1.7) [119]

Topic detection 0 (0.0) 1 (1.7) [120]

Tokenization 1 (1.7) 3 (5.0) [6, 18, 45, 74]

Tweet filtering 0 (0.0) 1 (1.7) [6]

Unknown 2 (3.3) 4 (6.7) [28, 30, 121, 122, 125, 128]

Algorithm for prediction

of target

1-gram Term Frequency classifier 0 (0.0) 1 (2.4) [44]

Association rule mapping 1 (2.4) 0 (0.0) [127]

Chi-Square test 0 (0.0) 1 (2.4) [126]

Correlation analysis 0 (0.0) 2 (4.9) [53, 119]

Decision Tree 1 (2.4) 1 (2.4) [45, 76]

Fuzzy Algorithm for Extraction, Monitoring and Classification

of infectious Diseases (FAEMC-ID)

0 (0.0) 1 (2.4) [74]

(Continued)
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Despite the overall comparability of the results, there are several notable and novel differ-

ences for the following themes: type of communicable disease and the quality of studies. The

latter was operationalized as reliability and validity.

First, the studies that analyzed content from Twitter were most likely to investigate the

communicable disease influenza (53.9%) [6, 18, 24, 28, 30, 44, 45, 49, 53, 58, 121, 123, 124,

126], followed by dengue (11.5%) [76, 125, 127] and measles (11.5%) [24, 74, 119]. Ebola [120],

listeria [24], and tuberculosis [24] received far less attention (3.9% each), while HIV/AIDS was

not at all investigated using content from Twitter.

Second, the quality of the included studies, which was measured as reliability and validity,

overall was higher for publications that utilized content from Twitter. More specifically, half of

the studies that used Sina Weibo [122] and all studies that utilized Yahoo! Knowledge [128]

had low reliability and low validity, and relatively more studies that used Twitter were medium

quality [24, 28, 30, 45, 49, 53, 58, 74, 76, 120, 121, 124–127]. In addition, all studies that were

evaluated to be high quality also analyzed content from Twitter [6, 44, 119, 123].

5 Discussion

Overall, our results indicate that textual content from social media can be used reliably to

monitor and surveille communicable diseases and to predict the trends of these diseases. This

consistency of the evidence indicates that text mining of social media content may be a

Table 2. (Continued)

Category Sub-category Conference

proceeding

n (%)

Journal

article

n (%)

Publications

Hidden Markov Model 0 (0.0) 1 (2.4) [123]

k-Means clustering 1 (2.4) 1 (2.4) [4, 120]

k-Nearest Neighbors 1 (2.4) 0 (0.0) [4]

Latent Dirichlet allocation (LDA) 0 (0.0) 1 (2.4) [44]

Linear regression 1 (2.4) 4 (9.8) [6, 28, 53, 125, 127]

Maximum entropy 0 (0.0) 1 (2.4) [125]

Naïve Bayes 3 (7.3) 2 (4.9) [24, 45, 76, 124, 125]

Random Forest 0 (0.0) 1 (2.4) [45]

Recurrent neural networks with Long short-term memory

(LSTM)

0 (0.0) 1 (2.4) [53]

ST-DBSCAN 1 (2.4) 0 (0.0) [127]

Support vector machines 3 (7.3) 7 (17.1) [4, 24, 30, 44, 45, 49, 53, 58, 125, 128]

Time series 0 (0.0) 1 (2.4) [120]

Unknown 2 (4.9) 1 (2.4) [18, 121, 122]

Result Negative 0 (0.0) 0 (0.0) -

Positive 8 (34.8) 15 (65.2) [4, 6, 18, 24, 28, 30, 44, 45, 49, 53, 58,

74, 76, 119–128]

Reliability Low 2 (8.7) 1 (4.4) [18, 122, 128]

Medium 6 (26.1) 10 (43.5) [4, 24, 28, 30, 45, 49, 53, 58, 74, 76, 120,

121, 124–127]

High 0 (0.0) 4 (17.4) [6, 44, 119, 123]

Validity Low 2 (8.7) 1 (4.4) [18, 122, 128]

Medium 6 (26.1) 10 (43.5) [4, 24, 28, 30, 45, 49, 53, 58, 74, 76, 120,

121, 124–127]

High 0 (0.0) 4 (17.4) [6, 44, 119, 123]

https://doi.org/10.1371/journal.pone.0282101.t002
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Table 3. Description of studies analyzed by social media platform (23 studies included).

Category Sub-category Sina

Weibo

n (%)

Twitter

n (%)

Yahoo!

Knowledge

n (%)

Publications

Year 2010 0 (0.0) 1 (4.4) 1 (4.4) [126, 128]

2011 0 (0.0) 1 (4.4) 0 (0.0) [127]

2012 0 (0.0) 0 (0.0) 0 (0.0) -

2013 0 (0.0) 2 (8.7) 0 (0.0) [18, 24]

2014 1 (4.4) 2 (8.7) 0 (0.0) [4, 28, 49]

2015 1 (4.4) 3 (13.0) 0 (0.0) [119–122]

2016 0 (0.0) 4 (17.4) 0 (0.0) [58, 123–125]

2017 0 (0.0) 2 (8.7) 0 (0.0) [44, 53]

2018 0 (0.0) 2 (8.7) 0 (0.0) [30, 45]

2019 0 (0.0) 3 (13.0) 0 (0.0) [6, 74, 76]

Publication type Conference proceeding 1 (4.4) 6 (26.1) 1 (4.4) [4, 18, 24, 76, 121, 124, 127, 128]

Journal article 1 (4.4) 14

(60.9)

0 (0.0) [6, 28, 30, 44, 45, 49, 53, 58, 74, 119,

120, 122, 123, 125, 126]

Communicable disease Dengue 0 (0.0) 3 (11.5) 0 (0.0) [76, 125, 127]

Ebola 0 (0.0) 1 (3.9) 0 (0.0) [120]

HIV/AIDS 0 (0.0) 0 (0.0) 1 (3.9) [128]

Influenza 2 (7.7) 14

(53.9)

0 (0.0) [4, 6, 18, 24, 28, 30, 44, 45, 49, 53, 58,

121–124, 126]

Listeria 0 (0.0) 1 (3.9) 0 (0.0) [24]

Measles 0 (0.0) 3 (11.5) 0 (0.0) [24, 74, 119]

Tuberculosis 0 (0.0) 1 (3.9) 0 (0.0) [24]

Sample size Less than 25,000 0 (0.0) 7 (30.4) 1 (4.4) [28, 45, 74, 76, 119, 124, 125, 128]

25,000 to 99,999 0 (0.0) 3 (13.0) 0 (0.0) [44, 120, 121]

100,000 to 249,999 0 (0.0) 1 (4.4) 0 (0.0) [49]

250,000 to 999,999 1 (4.4) 1 (4.4) 0 (0.0) [122, 127]

1,000,000 or more 1 (4.4) 6 (26.1) 0 (0.0) [4, 6, 18, 30, 53, 123, 126]

Unknown 0 (0.0) 2 (8.7) 0 (0.0) [24, 58]

Language of data Arabic 0 (0.0) 1 (4.2) 0 (0.0) [6]

English 0 (0.0) 5 (20.8) 0 (0.0) [6, 44, 120, 124, 126]

Japanese 0 (0.0) 1 (4.2) 0 (0.0) [30]

Mandarin 2 (8.3) 0 (0.0) 0 (0.0) [4, 122]

Unknown 0 (0.0) 14

(58.3)

1 (4.2) [18, 24, 28, 45, 49, 53, 58, 74, 76, 119,

121, 123, 125, 127, 128]

Horizon of data

collection

Less than 1 month 0 (0.0) 2 (8.7) 0 (0.0) [74, 120]

1 to 6 months 2 (8.7) 7 (30.4) 0 (0.0) [4, 6, 18, 24, 28, 44, 49, 122, 124]

7 to 12 months 0 (0.0) 3 (13.0) 0 (0.0) [119, 126, 127]

13 to 18 months 0 (0.0) 1 (4.4) 0 (0.0) [121]

19 to 24 months 0 (0.0) 1 (4.4) 0 (0.0) [123]

25 or more months 0 (0.0) 4 (17.4) 1 (4.4) [30, 53, 76, 125, 128]

Unknown 0 (0.0) 2 (8.7) 0 (0.0) [45, 58]

Country Australia 0 (0.0) 1 (4.2) 0 (0.0) [121]

Brazil 0 (0.0) 3 (12.5) 0 (0.0) [76, 125, 127]

Canada 0 (0.0) 1 (4.2) 0 (0.0) [124]

China 2 (8.3) 0 (0.0) 0 (0.0) [4, 122]

India 0 (0.0) 1 (4.2) 0 (0.0) [45]

Japan 0 (0.0) 1 (4.2) 0 (0.0) [30]
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Table 3. (Continued)

Category Sub-category Sina

Weibo

n (%)

Twitter

n (%)

Yahoo!

Knowledge

n (%)

Publications

New Zealand 0 (0.0) 1 (4.2) 0 (0.0) [121]

Taiwan 0 (0.0) 0 (0.0) 1 (4.2) [128]

The Netherlands 0 (0.0) 1 (4.2) 0 (0.0) [119]

United Arab Emirates 0 (0.0) 1 (4.2) 0 (0.0) [6]

United States 0 (0.0) 6 (25.0) 0 (0.0) [24, 28, 44, 49, 53, 58]

Unknown 0 (0.0) 5 (20.8) 0 (0.0) [18, 74, 120, 123, 126]

Software for NLP Apache Lucene’s PorterStemFilter 0 (0.0) 1 (3.7) 0 (0.0) [124]

Apache Lucene’s StopFilter 0 (0.0) 1 (3.7) 0 (0.0) [124]

Datasift service 0 (0.0) 1 (3.7) 0 (0.0) [123]

Natural Language Toolkit 0 (0.0) 1 (3.7) 0 (0.0) [6]

OpenNLP 0 (0.0) 1 (3.7) 0 (0.0) [124]

Stanford CoreNLP 0 (0.0) 2 (7.4) 0 (0.0) [44, 124]

The Stanford parser 0 (0.0) 1 (3.7) 0 (0.0) [44]

Unknown 2 (7.4) 16

(59.3)

1 (3.7) [4, 18, 24, 28, 30, 45, 49, 53, 58, 74,

76, 119–122, 125–128]

Processing for NLP Content analysis 0 (0.0) 1 (1.7) 0 (0.0) [120]

Detecting URLs 0 (0.0) 1 (1.7) 0 (0.0) [124]

Dimensionality reduction 0 (0.0) 1 (1.7) 0 (0.0) [45]

Feature weighting 0 (0.0) 1 (1.7) 0 (0.0) [45]

Homogenization 0 (0.0) 2 (3.3) 0 (0.0) [74, 124]

Language categorization 0 (0.0) 1 (1.7) 0 (0.0) [6]

LDA topics 0 (0.0) 1 (1.7) 0 (0.0) [53]

Lemmatization 0 (0.0) 3 (5.0) 0 (0.0) [44, 45, 123]

n-gram generation 0 (0.0) 6 (10.0) 0 (0.0) [24, 44, 53, 74, 76, 120]

Normalization using frequency-based methods 0 (0.0) 1 (1.7) 0 (0.0) [45]

Remove symbols and URLs 0 (0.0) 1 (1.7) 0 (0.0) [120]

Sentiment analysis 0 (0.0) 5 (8.3) 0 (0.0) [24, 119, 124, 126, 127]

Stemming 0 (0.0) 7 (11.7) 0 (0.0) [6, 24, 45, 74, 76, 123, 124]

Stop word removal 0 (0.0) 6 (10.0) 0 (0.0) [6, 18, 45, 74, 76, 124]

Term filtering 0 (0.0) 1 (1.7) 0 (0.0) [74]

Term Frequency—Inverse Document Frequency (TF-IDF) 1 (1.7) 7 (11.7) 0 (0.0) [4, 24, 44, 49, 53, 58, 74, 76]

Text embeddings 0 (0.0) 1 (1.7) 0 (0.0) [53]

Thematic analysis 0 (0.0) 1 (1.7) 0 (0.0) [119]

Topic detection 0 (0.0) 1 (1.7) 0 (0.0) [120]

Tokenization 0 (0.0) 4 (6.7) 0 (0.0) [6, 18, 45, 74]

Tweet filtering 0 (0.0) 1 (1.7) 0 (0.0) [6]

Unknown 1 (1.7) 4 (6.7) 1 (1.7) [28, 30, 121, 122, 125, 128]

Algorithm for prediction

of target

1-gram Term Frequency classifier 0 (0.0) 1 (2.4) 0 (0.0) [44]

Association rule mapping 0 (0.0) 1 (2.4) 0 (0.0) [127]

Chi-Square test 0 (0.0) 1 (2.4) 0 (0.0) [126]

Correlation analysis 0 (0.0) 2 (4.9) 0 (0.0) [53, 119]

Decision Tree 0 (0.0) 2 (4.9) 0 (0.0) [45, 76]

Fuzzy Algorithm for Extraction, Monitoring and

Classification of infectious Diseases (FAEMC-ID)

0 (0.0) 1 (2.4) 0 (0.0) [74]

Hidden Markov Model 0 (0.0) 1 (2.4) 0 (0.0) [123]
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powerful and novel tool for public health authorities [28, 30]. This proactive and real-time tool

addresses most of the limitations that are common among the traditional methods used for

public health surveillance [1, 20, 21, 47, 50, 54]. In addition, this tool can be used for the

remote sensing of user-generated experiences that were published to social media [19, 45, 57,

58]. This finding is consistent with the literature, which suggests that text mining of social

media content has the potential to supplement the traditional methods for public health sur-

veillance, such as the reporting of diagnosed cases by medical professionals [1, 45, 46].

Furthermore, Twitter was used most frequently as a source of user-generated health con-

tent. This finding is consistent with other studies that indicated that users publicly publish

their own health-related information to Twitter, making Twitter a relevant social media plat-

form [26, 27, 129, 130]. Some studies indicate, however, that Twitter may not be a reliable

source for health-related content, and alternative sources should be identified that include

content from this population [125].

Various techniques were used to process textual content. For example, sentiment analysis

can be used to establish the subjectivity of content, such that news, which contains predomi-

nantly facts, can be distinguished from personal experiences that contain opinions. Because the

included publications predominantly studied personal experiences and, therefore, excluded

news, sentiment analysis or perhaps alternative strategies were used to classify this content.

Last, a discussion of our findings would not be complete without a reflection on Google Flu

Trends. With the emergence of the internet, novel applications have been developed that

Table 3. (Continued)

Category Sub-category Sina

Weibo

n (%)

Twitter

n (%)

Yahoo!

Knowledge

n (%)

Publications

k-Means clustering 1 (2.4) 1 (2.4) 0 (0.0) [4, 120]

k-Nearest Neighbors 1 (2.4) 0 (0.0) 0 (0.0) [4]

Latent Dirichlet allocation (LDA) 0 (0.0) 1 (2.4) 0 (0.0) [44]

Linear regression 0 (0.0) 5 (12.2) 0 (0.0) [6, 28, 53, 125, 127]

Maximum entropy 0 (0.0) 1 (2.4) 0 (0.0) [125]

Naïve Bayes 0 (0.0) 5 (12.2) 0 (0.0) [24, 45, 76, 124, 125]

Random Forest 0 (0.0) 1 (2.4) 0 (0.0) [45]

Recurrent neural networks with Long short-term memory

(LSTM)

0 (0.0) 1 (2.4) 0 (0.0) [53]

ST-DBSCAN 0 (0.0) 1 (2.4) 0 (0.0) [127]

Support vector machines 1 (2.4) 8 (19.5) 1 (2.4) [4, 24, 30, 44, 45, 49, 53, 58, 125, 128]

Time series 0 (0.0) 1 (2.4) 0 (0.0) [120]

Unknown 1 (2.4) 2 (4.9) 0 (0.0) [18, 121, 122]

Result Negative 0 (0.0) 0 (0.0) 0 (0.0) -

Positive 2 (8.7) 20

(87.0)

1 (4.4) [4, 6, 18, 24, 28, 30, 44, 45, 49, 53, 58,

74, 76, 119–128]

Reliability Low 1 (4.4) 1 (4.4) 1 (4.4) [18, 122, 128]

Medium 1 (4.4) 15

(65.2)

0 (0.0) [4, 24, 28, 30, 45, 49, 53, 58, 74, 76,

120, 121, 124–127]

High 0 (0.0) 4 (17.4) 0 (0.0) [6, 44, 119, 123]

Validity Low 1 (4.4) 1 (4.4) 1 (4.4) [18, 122, 128]

Medium 1 (4.4) 15

(65.2)

0 (0.0) [4, 24, 28, 30, 45, 49, 53, 58, 74, 76,

120, 121, 124–127]

High 0 (0.0) 4 (17.4) 0 (0.0) [6, 44, 119, 123]

https://doi.org/10.1371/journal.pone.0282101.t003
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collect and analyze data for the purpose of public health surveillance [19]. To address some of

the challenges of the traditional methods for public health surveillance, the software company

Google built Google Flu Trends, which utilizes influenza-related search queries and search pat-

terns from its users to estimate regional seasonal influenza outbreaks [6, 131, 132]. The under-

lying presumption of using search queries to predict influenza is that people, when they

experience changes in their health status, search the internet for symptoms, treatments, and

other medical advice for self-diagnosis [50]. The influenza-related search queries may then be

analyzed for early indications of a seasonal influenza outbreak [19]. Therefore, increases or

decreases in these search patterns may indicate the outbreak or the end of the seasonal flu sea-

son, respectively [19]. This made Google Flu Trends a novel real-time and global tool for

remote sensing [123]. To enable researchers and public health authorities to perform their

own analyses, Google also publishes these historical datasets online [58].

Some studies reported that Google Flu Trends achieves a higher accuracy for the prediction

of seasonal influenza outbreaks than traditional methods [15]. For example, these search que-

ries were used to predict seasonal influenza rates two weeks in advance at a 90 percent accu-

racy [127]. Similarly, influenza-related hospital visits were also analyzed using Google Flu

Trends [133].

However, many researchers have reported that Google Flu Trends still faces many draw-

backs related to its accuracy [58, 124]. For example, Google Flu Trends was found to be inaccu-

rate with respect to variations in seasonal influenza patterns that occur on an annual basis

[134]. In addition, it did not predict the 2009 A(H1N1) pandemic and performed suboptimal

in forecasting subsequent seasonal influenza seasons [134–138]. Predominantly, the reliability

of Google Flu Trends has been seriously questioned since 2013, when it failed to predict the

intensity of the seasonal influenza outbreak [139]. Others have also reported that that Google

Flu Trends has suboptimal performance [140].

Although Google Flu Trends has remediated several limitations of traditional health sur-

veillance methods, additional innovations that provide improvements are required to enable

better public health surveillance [6]. Furthermore, due to the repeated failure to detect infec-

tious disease outbreaks and the shortcomings described above, Google Flu Trends was discon-

tinued in 2015 [54]. Therefore, there exists a need for alternative and more suitable

surveillance methods [134, 140], which we aimed to address using the present systematic

review.

5.1 Limitations

This systematic review had six noteworthy limitations.

First, study selection, information extraction, quality assessment of publications, and analy-

sis were performed by one researcher (PP). This may have introduced bias. However, the pro-

cedures and results were discussed by all authors, and disagreements were resolved by

consensus.

Second, in the included publications, there was an unequal distribution of the analyzed

communicable diseases. For example, studies most often reported on the effectiveness of using

social media to monitor and surveille influenza, while fewer studies analyzed the effectiveness

in relation to dengue and measles. Likewise, Ebola, HIV/AIDS, listeria, and tuberculosis

received the least attention. Therefore, most studies reported findings on the same diseases,

but it remains unknown to what extent these positive findings also hold for infectious diseases

that were studied least often.

Third, Twitter was investigated in a vast majority of studies. However, Sina Weibo and

Yahoo! Knowledge received very little attention. Additionally, other social media platforms
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exist, such as Facebook, which were not investigated at all. Therefore, it remains unknown

whether content from other source media platforms can also be used effectively for the public

health surveillance of communicable diseases, especially because these platforms may be tar-

geted to different populations and, thus, may enable the monitoring of specific subgroups in

this population.

Fourth, it is common and unavoidable that user-generated content published to social

media is inherently noisy and biased. Most users are unqualified to assess their medical symp-

toms and may exaggerate mild or unrelated symptoms. Users may also be malicious and inten-

tionally publish fake content and seek to discredit competition. We suggest the consideration

of these factors when evaluating the effectiveness of the data sources and proposed tools.

Fifth, a majority of the publications structurally failed to report important information. For

example, many publications did not explicitly disclose the language and geographical origin of

the included content, although this could sometimes be implicitly inferred. This is particularly

relevant because a vast majority of studies used Twitter, which does record the geographical

location of its users. Similarly, the software, as well as specific methods and techniques used

for natural language processing, were often omitted. In addition to a lack of information about

the implementation in the included studies, the authors often failed to reflect on their collabo-

ration with the authorities, such as public health institutes. All studies investigated how text

can be processed and understood, and the reporting of such crucial information is, therefore,

essential for replicability.

Sixth, this qualitative systematic review followed the PRISMA guidelines. As discussed in

the methodology section, due to the interdisciplinary nature of the reviewed studies and their

limitations, we acknowledge that it was not possible to complete every item from the PRISMA

checklist (see S2 Appendix). For the same reason, no PROSPERO registration was made.

5.2 Theoretical recommendations

In the following, four recommendations are suggested to researchers.

First, although a vast number of the researchers included in this study investigated influ-

enza, which clearly makes influenza a popular disease on this topic, and to a lesser extent den-

gue and measles have also been studied, it is essential that other communicable diseases also

receive more attention in the literature. Indeed, many infectious diseases exist that pose a

threat to public health, and it remains unknown whether these diseases can be monitored and

predicted effectively using textual content. Therefore, we recommend that other infectious dis-

eases be studied more frequently to produce more evidence on this topic.

Second, similarly, Twitter is clearly a popular social media platform for text mining. Some

of its popularity is also related to the public accessibility of its content. However, many other

popular platforms exist that have received far less or even no attention in the literature. It is,

therefore, recommended that future research also account for those platforms. This is particu-

larly relevant because only then can it be established whether certain platforms are more useful

than others to surveille and predict infectious diseases, or perhaps these platforms may yield

contradicting findings.

Third, a majority of studies failed to report critical information, such as the language and

geographical origin of their content and the software, methods, and techniques used for natu-

ral language processing. Including such information is essential to establish the reliability and

validity of findings and because it enables other researchers to replicate the study. It is, there-

fore, recommended that researchers disclose such information. In addition, it is highly recom-

mended that the software that was developed to collect and analyze the data in studies is well
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documented and published for reuse by the community and that authors thoroughly describe

the application of their NLP analysis.

Fourth, the included journal articles were overall of higher quality than conference proceed-

ings. This difference may be partly explained by the peer review involved, which may be more

elaborate for journals than for conferences. However, another explanation is related to the lim-

ited amount of important information that was disclosed about the included data, methodolo-

gies, and analyses. Therefore, it is highly recommended that researchers provide more of the

information needed to establish the reliability and validity of their studies and the reported

findings.

6 Conclusion

Our findings in this work indicate that text mining of health-related content published to

social media can serve as a novel and powerful tool for the automated, real-time, and remote

monitoring of public health and for the surveillance and prediction of communicable diseases

in particular.

According to our results, practitioners at public health authorities may benefit from utiliz-

ing natural language processing applied to social media data for the surveillance of communi-

cable diseases as a supplement to their traditional methods. Natural language processing

provides an automated, real-time tool to analyze user-generated content that includes contex-

tual information to surveille and predict communicable diseases worldwide. This systematic

review indicates that textual content from social media can be an important source of this

knowledge. Another benefit of social media content is that it enables remote sensing via the

internet by collecting public information. There is, however, no need to replace traditional

methods, such as the collection of information about diagnosed cases from medical practition-

ers. Nevertheless, practitioners are highly recommended to include textual content from social

media as a supplementary source for their data in their public health surveillance efforts to

monitor and predict communicable diseases.
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55. Gardner LM, Bóta A, Gangavarapu K, Kraemer MUG, Grubaugh ND. Inferring the risk factors behind

the geographical spread and transmission of Zika in the Americas. Plos Neglect Trop Dis. 2018; 12(1):

e0006194. https://doi.org/10.1371/journal.pntd.0006194 PMID: 29346387
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